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Exercise 1: About Nutts

A bottom-up tree transducer (NUTT) is a tuple U = (Q,F,F',Q¢, A) where Q is a finite

set (of states), F and F' are finite ranked sets (of input and output), Qs C @ (final states)

and A is a finite set of rules of the form :
o £(q1(21),. Gn(wn)) > q(u) where [ € F and u € T(F', {21, ., 7n})
e g(x1) — ¢'(u) where u € T(F',{x1}).

We say that U is linear when the right side of the rules of A are. This defines a rewrite

system —y on T(F U F' U Q). The relation induced by U is then R(U) = {(t,t') | t €

T(F), ¢ e T(F), t =} q(t'), g € Qs }.

1) Prove that tree morphisms are a special case of NUTT that is if p : T(F) — T(F') is
a morphism, then there exists a NUTT U, such that R(U,) = {(¢t,u(t)) | t € T(F)}. Be
sure that if 4 is linear then U, is too.

2) Prove that the domain of a NUTT U, that is {¢t € T(F) | 3t' € T(F'), (t,t') € U}, is
recognizable.

3) Prove that the image of a recognizable tree language L by a linear NUTT U, that is
{t' e T(F)|3teL,(tt)ec U}, is recognizable.

Solution:

1) @={a}, Qs = {Q} and A =
* flq(z1), ..., q(xn)) — q(pu(f)(x1,...,2,)) linear when pu is
2) Q=Qu, F=Fyand A =
* f(q1,...;qn) — q if there exists u such that f(qi(x1), ..., qn(zn)) — q(u) € Ay
* q — ¢ if there exists u such that ¢(z1) — ¢'(u) € Ay
3) Let U aNUTT and .A a NFTA on F. For every pair of rules r = f(q1(21), ..., gn(zn)) —
q(u) € Ay and ' = f(q},...,q,) — ¢’ € A4, we define :
— Q" ={gj" | p € Pos(u)}
o Ar,r’ _
* g(q;f, s ;’.:) — ¢" for p € Pos(u) such that u(p) = g € F'
* (gi,q}) — q;’r/ if u(p) = x; (linearity assure that we only have one of this
kind for every 1)
x g — (¢,4)
For every rule r = ¢(xz) — ¢'(u) € Ay, we define :
— Q@ ={g; | pe Pos(u)} x Qa
AT =
* 9((4p1,4")s s () 454")) — (g5,q") for p € Pos(u) such that u(p) = g € F'
and ¢ € Q4
* (¢,94") — (g, ¢") if u(p) = = and ¢" € Q4 (linearity assure that we only
have one of this kind)
* (q0,q") — (¢.4")
Then this NFTA works :
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Exercise 2: Decision problems

We consider the (GII) problem (ground instance intersection) :

Instance : ¢ a term in T(F, X') and A a NFTA

Question : Is there at least one ground instance of ¢ accepted by A 7

1) Suppose that ¢ is linear. Prove that (GII) is P-complete.

2) Suppose that A is deterministic. Prove that (GII) is NP-complete.

3) Prove that (GII) is EXPTIME-complete.
hint : for the hardness, reduce the intersection non-emptiness problem (admitted to be
EXPTIME-complete).

4) Deduce that the complement problem :
Instance : ¢ a term in 7'(F, X') and linear terms t1, ..., t,
Question : Is there a ground instance of ¢ which is not an instance of any ¢; 7
is decidable.

Solution:

1)

in P : use a construction similar to exercise 1, intersect with A and test the non-
emptiness.

P-hard : testing the emptiness of A is equivalent to testing (GII) on A and a
variable.

in NP : guess for each variable an accessible state of A and verify that you can
complete this to an accepting run by running the automata.

NP-hard : We reduce (SAT) : let F = {—(1),V(2),A(2), L(0), T(0)} and Agar the
DFTA with Q@ = {qT,9.}, F = {q7} and A =

1L—q

T — qT

(¢a) — G-a

\/(qa, qﬁ) — Gavp

Nda> 48) — dans
The language of Agar is the set of closed valid formulae.
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Let ¢ a CNF formula, ¢ = A ¢; where ¢; are clauses. Define ¢., by induction on the
i=1
size of ¢; :

— if G = Ty, tci =Ty

— if C; = &y, tci = —|(£Uj)

— if ¢ = xjV C,/L», te, = \/({Bj,tcg)

— if ¢ =~z Vo, te; = V(=(25), te)

Then ty = A(te,, A(tey, ooy A(te,_ s te,)--)). ¢ is satisfiable iff a closed instance of ¢

is recognized by Agar.

in EXP : for each coloring of t by states (exponentially many) :

— check that the coloring of every occurrence of a variable is an accessible state (in
P)

— check that the coloring corresponds to an accepting run (in P)

— for every variable, let {q1,...,¢,} be the set of the colorings of all occurrence of
x. Check that L(Ag, )N...NL(Ag,) is non empty where A, is the NFTA obtained
from A by changing the set of final states to {¢} (in P)

EXP-hard : We reduce intersection non-emptiness : let (A, = (Qk, F, Ik, Ak))req1,....n}

a finite sequence of top-down NFTA (we can transform a bottom-up NFTA to a top-

down one in polynomial time). We suppose that all the @y, are disjoint. Define :



— F' =FU{h(n)}
— t=h(=,...,T)
— A= (JQrU{q}, F,{q}, A" U| |Ak) where

A = {qo(h(x1, ..., xn)) — hlq1(x1)s ey qn(T0)) | for g € I}

Then L(A;)N...N L(A,) # @ iff ¢t has a closed instance in L(A).
4) Use question 3 and exercise 4 of TDI.

Exercise 3: Path closures

Let us revisit the example from last week : F = {f(2),9(1),a(0)}. Consider the set M (t)
of terms which have a ground instance of the term t = f(a, g(x)) as a subterm, i.e. M(t) =
{Clf(a.gw)] | CecF)ueT(F)}.
Prove that M (t) is not recognizable by a finite union of languages recognizable by a top-down
DFTA.
Hint : You can use without proof the following fact (prove it if you have time) : let t be a
tree. The path language (t) is defined by :

e ift is a constant, w(t) = {t}

o ift=f(t1,....tn), m(t) = Ul {fiw | w € n(t;)}
Let L be a tree language. The path language of L is w(L) = Uierm(t). The path closure of L
is defined by

pathclosure(L) = {t | n(t) C w(L)}
L is recognizable by a top-down DFTA iff L is recognizable and path closed, i.e. L = pathclosure(L).

Solution:

e non-recognizable by a top-down DFTA : it is not path-closed because if it were the
case, as f(f(a,g(a)),a) and f(a, f(a,g(a))) are in M(t), then f(a,a) would be in
M (t) too which is absurd.

e not a finite union of languages recognizable by a top-down DFTA : assume that

n
M (t) is a finite union |J Lj where Ly is recognizable by a top-down DFTA and in

particular path—closed.kLét t? be defined by induction :

— = f (a7t)

¢t — f(t*,a)

They all belong to M (t) then at least one of the Lj contains two different ¥ and ¢4
with, say, p < q. As Ly, is path-closed, it must also contains s”, where s" is defined
by :

— s = f(a,a)

. Sr+1 — f(s’”,a)

which does not belong to M (t) (because, for example, it contains only fs and as).
Contradiction.



